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Abstract: The purpose of this report is to show different
ways for the analysis of Interlaboratory Comparisons
results, evaluated from real results obtained in the
Comparison of mass standards within the Program of Co-
operation and Technical Attendance UE-CAN in Quality,
N°AECR/B7-31/IB/96/0188.
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1. INTRODUCTION

The present study is based on the analysis of the results
of a Comparison of mass standards made in the nominal
values of 1 kg, 100 g, 20 g, 5 g and 100 mg. The
Comparison was made within the Program of Cooperation
and Technical Attendance in quality matters UE-CAN,
N°AECR/B7-31/IB/96/0188. This comparison has been
piloted by the Centro Espafiol de Metrologia (CEM), Co-
piloted by the Centro Nacional de Metrologia (CENAM)
and co-ordinated within the Andean Community (CAN) by
the Instituto Boliviano de Metrologia (IBMETRO). A total
of seven NMIs have participated in the comparison: CEM,
CENAM, IBMETRO, INEN, SIC, INDECOPI and
SENCAMER.

The measurements were made in CEM at the beginning
and at the end of the comparison. The drift of the mass
standards, estimated using the difference between the initial
and final CEM measurements, is negligible compared with
the associated uncertainty.

The travelling standards used were a set of weights Class
OIML E2 belonging to SIM, with the following nominal
values of 1 kg, 100 g, 20 g, 5 g, and 100 mg.

The density and volume of the 1 kg, 100 g,20 g, and 5 g
standards were measured by the Density Laboratory of
CEM. The density and volume for 100 mg weight were
provided by SIM.

CEM and CENAM are signatories of the MRA, and their
measurements are supported by their declared CMCs.

The intention is to evaluate the Comparison results by
different estimators and mathematical algorithms so that the
possible influences of correlations between the input values,
and the inconsistency in the values that generate the
reference value (RV) can be analysed [1].

In this work, some of the models already studied by
recognised authors are applied, giving a comparative
analysis of results.

In order to verify the consistency of the RV estimated
from the weighted mean between the values of CEM and
CENAM, the reference value was also estimated using
several methods. Procedures such as the arithmetic mean of
CEM and CENAM values, the arithmetic mean of both
CEM values, and also the least squared method, were
applied. The difference between the estimated RV was not
significant in most of the cases. Great consistency between
the values evaluated by the different methods and the
simulated values has been obtained.

2. METHODS

All the standards were circulated among the NMIs. Each
NMI measured the mass and its uncertainty for each weight
using their own procedures and methods. The measurements
were carried out from September 2004 to June 2005.

The measurement method used by all the laboratories
was the substitution method. CEM used a least squares
procedure to obtain the results by the Gauss-Marcov
estimation that uses weights of the same nominal value.
CENAM used the subdivision procedure, starting from one
kilogram and generating a set of independent measurements
modelled by a system of linear equations whose solution



was found by least squares,
multipliers approximation.

applying the Lagrange

Several estimators for the calculation of the RV were
used, as the arithmetic average, the weighted average and
the least squares, analyzing their uncertainty contributions.
The RV was calculated from both CEM values (at the
beginning and at the end of the comparison), and from the
CEM-CENAM values. The influence of the correlation
between the CEM values was studied, analyzing as much
the case of independent variables as correlated variables.

These methods consider the correlation between the
values determined by CEM, but do not consider the
correlation between the different countries with common
traceability.

2.1. Weighted average

The reference value was also calculated from a weighted
average between both values measured in CEM and the
value measured in CENAM. The mathematic model used for
the calculation of the reference value is given in the equation
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Where A€cpyv is the difference between the values
measured at CEM at the beginning and at the end of the
comparison. This value is considered as a possible drift, its

estimated value, A€y, will be null but not its uncertainty
contribution.

Equation (2) represents the combined standard uncertainty
of the reference value without considering the covariance
between ecpyv and ecpwmn:

. T T 1 T [ T @
‘ (e"“f)‘”ﬁu(emj {()} {()} H N }

Equation (3) represents the combined standard uncertainty
of the reference value considering a whole correlation
between ecpmi and €cpma:
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In all the cases it has been considered the maximum
uncertainty value of OAecgym.

2.2. Average between the values of CEM

An analysis of the results was made using other
estimates in order to evaluate the influence of the estimate
chosen for the calculation of the RV.

The arithmetic average between the CEM values was
calculated considering the correlation of both CEM values
and not taken into account the correlation, as it appears in
equation (5).
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Equation (6) represents the combined standard
uncertainty of the reference value without considering the
covariance between ecgy and €cpwo:

uz (em; ) _ |:u(eCEMl )} + |:M(CCEM2)} + |:Ae‘(,EM :| (6)

2 2 3

Equation (7) represents the combined standard
uncertainty of the reference value where a total correlation
between ecpy; and ecpwmz 1S considered:
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2.3. Average between the values of CEM and CENAM

Due to the consistency between the results of CEM and
CENAM, the arithmetic average between them was
calculated considering the correlation of two CEM values
and without correlation.

The reference value calculated is given in the equation

(8):
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Equation (9) represents the combined standard

uncertainty of the reference value without considering the
covariance between ecpyv; and ecpavo:
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Equation (10) represents the combined standard
uncertainty of the reference value considering a whole
correlation between ecgy and ecpwmo:
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2.4. Monte Carlo Simulation



The approach of the real design to the simulated design
and the consistency of the presented results were evaluated
by the Monte Carlo simulation.

Monte Carlo simulation technique allows all the possible
results of a situation to be seen. The method consists of
replacing the uncertain values by probability distributions.
These functions simply represent a set of possible values,
instead of limiting itself to a single value. By means of a
simulation it is possible to calculate the model hundreds or
thousands of times.

In our case a Monte Carlo simulation of more than
10000 iterations was made. In each simulation, samples
were taken from random values of the introduced functions.
They were included in the model and the obtained results
were registered. The result is a view of the range of possible
results, including the probability that they take place. The
advantage of the Monte Carlo simulation is that the model
not only represents a single result, but provides thousands of
possible results.

2.5. Least squares method

The well known least squares method was applied in
order to estimate the RV and to test consistency between
measurements performed by the participating countries [2].

The weighted least squares analysis is able to take into
account known covariances between measurement results. It
is based on the design of a matrix mathematical model by
means of the equation:

y = XpB (11)

Where X is the well-known matrix design of the
intercomparison. The elements of the matrix are known a
priori, in principle with zero uncertainty. y are the input
parameters (the measurement results provided by the
participants), and B are the unknown factors and are

estimated from the n measurement results and the associated
covariance matrix & .

e =V(y) (12)

The solution of the system is obtained with the
expression:

L=X"-®"-X)"-X"-®".y (13)

Being f the estimated value of 5.

The variance-covariance matrix (14) provides the values
of the associated uncertainty to each input variables
(diagonal elements) and the covariances between the
variables (not diagonal elements).

V(g =(X"o"-X)" (14)

Using the estimates f, the predicted values 3
corresponding to the measured values y are calculated in

accordance to the model given in ( 11 ):

$=XpB (15)
The associated covariance matrix is:
V(f)zx'V(ﬁA)'XT (16)

The predicted values 3 are defined as the reference
values of the intercomparison measurements.

3. RESULTS

The reference value was calculated as a weighted mean
of the values measured by CEM at the beginning and at the
end of the comparison and the value measured by CENAM.
The inverse of the squares of the declared uncertainty was
considered as the ponder factor and the correlation between
CEM values was taken into account.

Although in some cases there were anomalous values of
some laboratories with respect to the others. They have not
been eliminated because the reference value was not
calculated by a general weighting.

We will show as an example the results obtained for the
weight of 5 g.

Graph 1 shows the results measured by each participant
with its uncertainty contribution and the RV considered for
the weight of 5 g.

Graph 1: Results weight of Sg.
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The expanded uncertainty of the RV is given for a
confidence level of 95,45 % according to the equation (17).

U(en;/)zz'u(en;/) (17)

The results obtained with each statistic are represented in
table 1:



Table 1: RV obtained with each statistic.

100 mg 5g 20g 100 g 1kg
Error U(k=1) | Error U(k=1) | Error U(k=1) | Error U(k=1) | Error U(k=1)
| lue pg pg pg mg mg mg mg mg mg

A | 20,50 0,68 22,34 0,76 0,0553  0,0020 | 0,2041 0,0031 | 1,565 0,014
B | 20,50 021 22,34 0,65 0,0553  0,0011 | 0,2041 0,0025 | 1,565 0,009
C | 20,62 0,61 2233 1,16 0,0551  0,0024 | 0,2043  0,0049 | 1,580 0,032
D | 2034 0,92 2233 1,84 0,0552  0,0044 | 0,2029 0,0077 | 1,576 0,056
E | 21,18 0,66 2235 1,24 0,0550 0,0028 | 0,2073  0,0052 | 1,590 0,038
F | 21,18 0,89 2235 1,70 0,0550  0,0043 | 0,2073  0,0071 | 1,590 0,055
G | 20,50 0,68 2235 0,77 0,0553  0,0020 | 0,2041  0,0031 | 1,565 0,015
H | 20,56 0,81 22,34 0,85 0,0552  0,0374 | 0,2042 0,0544 | 1,571 0,082
1 19,72 0,89 22,34 0,94 0,0554  0,0528 | 0,1986 0,0904 1,56 0,10

A: CEM-CENAM weighted average with correlation between the CEM values
B: CEM-CENAM weighted average without correlation between the CEM values
C: CEM-CENAM average without correlation between the CEM values

D: CEM-CENAM average with correlation between the CEM values

E: CEM average without correlation between the CEM values

F: CEM average with correlation between the CEM values

G: CEM-CENAM Monte Carlo Simulation

H: CEM-CENAM least square without correlation between the CEM values

I: CEM-CENAM least square with correlation between the CEM values

Graph 2 shows the Monte Carlo simulation for the
weight of 5 g.

Graph 2: Distribution for weighted average of Sg.
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The summary statistic of the Monte Carlo Simulation
obtained for the weight of 5 g is in table 2.

Table 2: Summary statistic for the weight of 5g.

Statistic | Value
Minimum 19,444
Maximum 24,779

Mean 22,353

Std Dev 0,767
Variance 0,588687344
Skewness -0,034759338

Kurtosis 2,907764958

Median 22,355

Mode 21,496
Left X 21,085

Graph 3 shows the RV obtained with each statistic for
the weight of 5 g.

Graph 3: Different RV for the weight of 5g.
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The difference of results of the different statistics is
0,028 ug, and it is negligible in comparison with the
uncertainty assigned to the considered RV.

Graph 4 shows the RV with its uncertainty (k=1)
obtained with each statistic for the weight of 5 g.

Graph 4: Different RV with its uncertainty for the weight of Sg.
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Method

In order to quantify the quality of the results given by the
participating laboratories, it was necessary to calculate the
degree of equivalence in relation to the RV and its
associated uncertainty.

The degrees of equivalence of each laboratory i are:

(18)

d, =e —ey

And its associated uncertainty is U(dl_)zz.u(dl_)for a

95 % coverage factor under assumption of normality, where:

uz(di):uz(ei)_uz(eref) (19)

In the equation (19) the covariance between €; and €,

was considered. When the RV has been evaluated from
several results, there will be a correlation between RV and
each input value that must be considered when the
uncertainty is calculated.



The correlation effects between €; and €,,, may be

avoided by the use of an ‘exclusive’ definition of the RV
that takes into account all results except the one that is being
considered [3].

The results of the inclusive (equation 20) and exclusive
(equation 21) approaches are closely related and the results
given by the exclusive approach are used in order to
calculate without using covariances.

MY (20)
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The ‘exclusive’ form is useful to check whether there is
any significant influence of the correlation between the RV
and the individual results.

There was no quantitative difference between the RV
values calculated by means of inclusive and exclusive
statistics. The exclusive effect is only significant when the
weight 1/ uz(ej) assigned to the laboratory under

consideration  is with  the

sum ZZJ (l/uz(ei))-

significant  compared

In order to compare the deviations with their associated
standard uncertainties, the normalized deviations Dl. of

each laboratory were calculated using equation (22), and
represented in table 3:

ei — eref
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Table 3: normalized deviations of each laboratory

INM | 100 mg 5¢g 20g | 100g | 1keg

0,15 0,03 0,86 0,53 | 0,42

1,34 0,07 | 0,06 | 2,05 | 0,21

1,81 3,42 2,06 2,32 1,53

1,41 1,06 0,18 | 4,91 9,60
4,14 0,22 | 4,20 0,41 0,05
1,81 0,16 0,40 0,23 | 0,23
4,66 1,48 1,25 0,12 | 0,98
1,61 0,10 0,55 1,82 1,08
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If the absolute value of the normalized D, deviation is
larger than the coverage factor k=2, that is:

D,

i

>2 (23)

Then the measured value €; is classified as an outlying at a
5% level of significance.

Consistency of the results can be evaluated with the

normalized Dl.j deviations, where the degrees of

equivalence between the laboratories are clearly represented.

e,.—ej

D = 24
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Table 4: Normalized deviations between laboratories for the
weight of 5g.

INM|[ 1 2 3 4 5 6 7 8

0,00 | 001 | 334 | 099 | 021 | 016 | 132 | 005
0,01 | 000 | 339 | 1,03 | 021 | 017 | 142 | 007
334 | 339 | 0,00 | 242 | 2562 | 2,98 | 2,60 | 3.41
0,99 | 1,03 | 242 | 0,00 | 049 | 0.85 | 0,00 | 1,06
021 | 021 | 2,62 | 049 | 0,00 | 028 | 0,55 | 023
0,6 | 017 | 298 | 085 | 028 | 0,00 | 097 | 0,15
132 | 142 | 2,60 | 0,00 | 0,55 | 097 | 0,00 | 148
0,05 | 007 | 341 | 1,06 | 023 | 0,15 | 148 | 0,00

® |9 | | & W N =

If the absolute value of the normalized Dij deviation is

larger than the coverage factor /=2, that is:

D,|>2 (25)

y

Then the measured pair (e,e;) is classified as

inconsistent at a 5% level of significance.

4. DISCUSSION

In view of the calculations presented, the advantages and
disadvantages of each method can be quantitatively
evaluated.

The disadvantage of the mean is that the standard
uncertainties and covariances of measurements are neglected
and the changes in the travelling standards cannot be taken
into account.

Although, in the weighted mean, the measurement
uncertainties are taken into account but the disadvantage is
that the results are assumed to be independent and mutually
consistent and only normal distributions are assigned to
results. Furthermore, the travelling standards have been
assumed to be stable.

The advantage of the least squares estimate is that
covariances can be taken into account in the calculation of
RV and also travelling standard drifts can be modeled.



The Monte Carlo Simulation advantage is that the
normal distribution assumption is not required.

5. CONCLUSION

At the end great consistency between the values
evaluated by the different methods and the considered RV
has been obtained, observing the clear difference in the
graphical representations.

Table 5 shows the difference between the calculated RV
using each statistic and the weighted average. Generally this
difference is lower than the uncertainty associated to each
RV (it was only bigger in the data marked in italic).

Table 5. Differences with respect to the weighted average

100 mg 5¢ 20¢g 100 g 1kg
ue pg mg mg mg
0,12 0,010 | 0,00015 | 0,0002 | 0,016

0,16 | 0,018 | 0,00007 | 0,001 | 0,011
0,68 | 0,007 | 0,00030 | 0,003 | 0,025
0,68 | 0,007 | 0,00030 | 0,003 | 0,025
0,002 | 0,010 | 0,00001 | 0,00007 | 0,0002
0,07 | 0,005 | 0,00007 | 0,00004 | 0,0066
0,78 | 0,006 | 0,00015 | 0,0055 | 0,0032
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It should be kept in mind, however, that each method has
contributes advantages and disadvantages in comparison to
the others.
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